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In the main paper, we presented our method and the procedure for collecting reliable subjective responses for various
distortions that are applied to dense light fields. We also introduced a new light-field dataset that is used for the subjective
quality assessment and evaluating the performance of existing 2D, stereo 3D, video, and multi-view quality metrics. Due to
the space limitations, we only report a portion of our results in the main paper. In this supplementary material, we present
a comprehensive analysis of metrics’ behavior and scatter plots that provide further insights.

Our full light-field dataset is available online1. A preview of our light fields is included in the accompanying2. For the
synthetic scenes, HDR images and ground truth depth information can be provided up on request. The dataset also includes
distorted light fields and the corresponding subjective scaling data for various test conditions which can be used for testing
and training new metrics. Due to the large variability in our light-field dataset (e.g., scenes, reflectance properties, etc.), we
believe, that our dataset is also beneficial in other applications where light fields are required, e.g., depth estimation, view
synthesis, etc.
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1. Goodness-of-fit measures for metrics across various cross validation folds

Here we show the goodness-of-fit scores for each metric after the logistic function fitting. As measures of the fits quality
we use reduced chi-squared statistic (χ2

red), Mean Absolute Error (MAE), Pearson Correlation Coefficient (Pearson), and
Root Mean Squared Error (RMSE). For a fair comparison, we employed a seven-fold cross-validation where the whole dataset
was divided according to the scenes. Each fold was constructed by taking data corresponding to two scenes as a testing
set, and the rest was considered for training. The bars indicate the scores that are averaged after testing across different
cross-validation folds. The scores obtained for each fold are indicated using different symbols such as a circle, plus, square,
triangle, etc. The error bars represent standard error. The metrics are sorted in increasing order of fit quality for the given
statistic.



2. Overall prediction accuracy per distortion

Here we present the summary of the results across all cross-validation folds for each distortion separately. Differently
colored bars within each group represent specific distortions. The first bar within each group (dark blue) is the average
metric score that corresponds to the bars shown in the previous section. The order of the metrics is the same as in the
previous plots. It can be observed that the metrics GMSD and HDR-VDP coup up well with a variety of distortions.



3. Prediction accuracy: real-world scenes vs synthetic scenes

Here we present the summary of the results obtained from testing on real-world scenes and synthetic scenes separately.
The statistics reduced chi-squared statistic (χ2

red), Mean Absolute Error (MAE), Pearson Correlation Coefficient (Pearson),
and Root Mean Squared Error (RMSE) are reported. The logistic function trained over all the database is used to test
explicitly on the subsets containing real-world and synthetic scenes. The metrics are sorted in increasing order of fit quality
for the given statistic. In general, the metrics perform better on real-world images although the dataset contains more
synthetic scenes. The exact reason for this behavior has to be further investigated in the future.

3.1. Metric performances on real-world scenes



3.2. Metric performances on synthetic scenes



4. Scatter plots with logistic fits
In this section, we show scatter plots of all our subjective data with logistic functions for various metrics. For each metric,

we optimized the logistic function separately for each statistic by minimizing the prediction error according to the statistics.
This results in four plots for each considered metric. Each data point in the plots is a result of comparing a distorted
light field to a dense reference. The logistic functions computed using all pairs are shown in dark red, and the logistic
functions calculated in individual cross-validation folds are shown in light red. The scatter plot points that belong to the
same distortion are marked with the same color. We make two main observations. First, the points corresponding to only
one distortion follow different characteristic than the logistic functions. This suggests that one can improve the performance
of current metrics if the distortion type is known in advance. The second observation is that the logistic functions from
individual folds, in most cases, are very similar. This proves the reliability of the logistic functions.
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